
The minimum evolution problem
Daniele Catanzaro

Service Graphes et Optimisation Mathématique (G.O.M.)
Université Libre de Bruxelles



From phylogenetics to molecular phylogenetics
Daniele Catanzaro

A few notes in molecular phylogenetic estimation



From phylogenetics to molecular phylogenetics
Daniele Catanzaro

A few notes in molecular phylogenetic estimation



HIV-1 phylogeny
Daniele Catanzaro

A few notes in molecular phylogenetic estimation



HIV-1 phylogeny
Daniele Catanzaro

A few notes in molecular phylogenetic estimation



Applications
medical research - epidemiology
population dynamics - drug 
discovery



Species Molecular Sequence

Macaca (A) AAGCTTCATAGGAGCAACCATTCTAATAATCGCACATGGCCTTACATCATCC

Homo sapiens (B) AAGCTTCACCGGCGCAGTCATTCTCATAATCGCCCACGGGCTTACATCCTCA

Pan (C) AAGCTTCACCGGCGCAATTATCCTCATAATCGCCCACGGACTTACATCCTCA

Gorilla (D) AAGCTTCACCGGCGCAGTTGTTCTTATAATTGCCCACGGACTTACATCATCA

Pongo (E) AAGCTTCACCGGCGCAACCACCCTCATGATTGCCCATGGACTCACATCCTCC
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Models of molecular evolution

AAAATCTCTCTCGGTCTCACGG
AAATGTGTGTGC---CATTTTC
ATTTTCTCTCTC---CTCACGG
CCCTGTGTGTGCGGTCATTTTC
AAAAT----CTCGGTCTCACGG
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The direct use of molecular sequences may lead to under estimation problems.

Hence, some models of molecular evolution have to be taken into account in order to avoid such 

problems.
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Models of molecular evolution

The sequence of a gene can be altered in a number of ways. Gene mutations have varying effects on 

health depending on where they occur and whether they alter the function of essential proteins. 

Structurally, mutations can be classified as:

Small-scale mutations, such those as affecting a small gene in one or a few nucleotides, including:

 ▪ Point mutations, Insertions /Deletions 

Large-scale mutations in chromosomal structure, including:

 ▪ Gene duplications

 ▪ Deletions of large chromosomal regions.

 ▪ Chromosomal translocations

 ▪ Chromosomal inversions

 ▪ Loss of heterozygosity
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Models of molecular evolution

Neutrality hypothesis
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Models of molecular evolution

Conservative Hypothesis
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Models of molecular evolution

Superposition principle

pij(t+dt)=Σpik(t)pkj(dt)
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Models of molecular evolution

1 Neutral Selection

2 Superposition Principle

Conservative Hypothesis

Constant instantaneous 
rates

3

4

Daniele Catanzaro
The minimum evolution problem



Models of molecular evolution

1 Neutral Selection

2 Superposition Principle

Conservative Hypothesis

Constant instantaneous 
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i k j

t dt pij(t + dt) =
∑

k

pik(t)pkj(dt)

pij(t + dt) − pij(t) =
∑

k !=j

pik(t)pkj(dt) + pij(t)pjj(dt) − pij(t)
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∑
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∑
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∑
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Computing distances

AAAATCTCTCTCGGTCTCACGG
AAATGTGTGTGCACACATTTTC

Models of molecular evolution are quite important. For example they can be used for computing 

distances.

ΠP(t) = P(t)T
Π
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Université Libre de Bruxelles, CP300, Rue Jeener et Brachet 12, B-6041, Gosselies, Belgium,
bDINFO, Dipartimento di Ingegneria Informatica, University of Palermo, Viale delle Scienze I-90128
Palermo, Italy.

ABSTRACT
Motivation: The general-time-reversible (GTR) model is one of the
most popular models of nucleotide substitution because it constitu-
tes a good trade-off between mathematical tractability and biological
reality. However, when it is applied for inferring evolutionary distances,
the GTR model seems more prone to inapplicability than more restric-
tive time-reversible models. Although it has been previously noted that
the causes for intractability are caused by the impossibility of compu-
ting the logarithm of a matrix characterised by negative eigenvalues,
the issue has not been investigated further.
Results: Here, we formally characterize the mathematical conditions,
and discuss their biological interpretation, that lead to the inapplica-
bility of the GTR model. We investigate the relations between, on one
hand, the occurrence of negative eigenvalues and, on the other hand,
both sequence length and sequence divergence. We then propose
a possible re-formulation of previous procedures in terms of a non-
linear optimization problem. We analytically investigate the effect of
our approach on the estimated evolutionary distances and transition
probability matrix. Finally, we provide an analysis on the goodness of
the solution we propose. A numerical example is discussed.
Contact: mcmilink@ulb.ac.be

1 INTRODUCTION
Currently, the GTR model of DNA sequence evolution [1, 4, 9, 12,
17, 20, 24] is probably one of the best available trade-off between
mathematical tractability and biological reality ([5], p. 210-211;
[11], p. 81-86; [15], p. 152-156; [19], p. 433-434; [22]). The GTR
model describes DNA sequence evolution in terms of transition
probabilities, pij(t), from one nucleotide to another, and assumes
that instantaneous substitution rates, rij , remain constant over time.
This stationary homogeneous Markov process can be expressed in a
matrix form using Kolmogorov differential equation [12]:

Ṗ(t) = P(t)R, (1)

where P(t) = {pij(t)} is usually referred as the transition proba-
bility matrix and R = {rij} as the instantanueous substitution rate
matrix [5, 9, 12, 22]. The solution of equation (1) is the following
exponential matrix:

∗to whom correspondence should be addressed

P(t) = eRt. (2)

R is a real matrix with four non-positive eigenvalues (of which
one is equal to zero (see, e.g., [9])), non-diagonal elements that must
be non-negative, and diagonal elements that must be the opposite of
the sum of the non-diagonal elements (from the corresponding row).
In turn, these conditions, together with equation (2), imply that, for
any value of t, P(t) is a real positive matrix characterised by four
positive eigenvalues (of which one is equal to 1).

The GTR model also assumes reversibility: the net rate from
nucleotides j to nucleotide i is equal to the net rate from i to j [22],
i.e.,:

πirij = πjrji (3)

From 2 and (3) it follows [17]:

ΠP(t) = P(t)T Π (4)

where Π is the diagonal matrix whose elements are the respective
nucleotides equilibrium frequencies. Equation (4) can be rewritten
(e.g., when considering a pair of aligned sequences separated by a
time t̂), as:

P(t̂) = P = Π−1(P(t̂)T Π) = Π−1F#(t̂) = Π−1F# (5)

F# is called the symmetrized form [21] of the divergence matrix
[17] of the observed pair of sequences. Estimating t̂ and/or R (e.g.,
to compute P(t̂)) from aligned sequences is at the core of many
methods used for phylogeny inference (e.g., maximum likelihood,
distance matrix methods, invariants [5]).

On the basis of conditions (1) - (5), Rodriguez et al. [17] showed
that the evolutionary distance t̂ between two aligned sequences and
the corresponding instantaneous substitution rate matrix R can be
obtained by:

t̂ = −trace[Πlog(P)] (6)

R =
log(P)

−trace[Πlog(P)]
=

log(Π−1F#)
−trace[Πlog(Π−1F#)]

. (7)

c© Oxford University Press 2005. 1

P(t) = e
Rt = Ωe

Λt
Ω

−1
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any value of t, P(t) is a real positive matrix characterised by four
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i.e.,:

πirij = πjrji (3)

From 2 and (3) it follows [17]:
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(e.g., when considering a pair of aligned sequences separated by a
time t̂), as:

P(t̂) = P = Π−1(P(t̂)T Π) = Π−1F#(t̂) = Π−1F# (5)

F# is called the symmetrized form [21] of the divergence matrix
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t̂ = −trace[Πlog(P)] (6)

R =
log(P)

−trace[Πlog(P)]
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log(A) = Ψlog(Λ)Ψ

Lanave et al. (1984) presented a general model of DNA sequence evolution. 
Tavaré (1986), Barry & Hartigan (1987), Rodriguez et al. (1990) gave a different but numerically and algebraically equivalent formulation. 
Gillespie (1986), Zharkikh (1994), Waddell (1995) noted the time-reversibility (TR) of the Lanave’s model; Swofford and Lewis (1997) 
provided a proof. Waddell & Steel (1997) summarized and extended results on the GTR model and, starting from Rodriguez’s 
formulation, provided algorithms currently implemented in PAUP*.     
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1’ 2’

wA1’+ w1’B=dAB+eAB

wA1’+ w1’2’+ w2’C=dAC+eAC

wA1’+ w1’2’+ w2’D=dAD+eAD

wB1’+ w1’2’+ w2’C=dBC+eBC

wB1’+ w1’2’+ w2’D=dBD+eBD

wC2’+ w2’D=dCD+eCD

Measure of the dissimilarity 
between species A and B

Cavalli-Sforza and Edwards: A first model of evolution
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Error relative to the 
approximation
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1’ 2’

Xw=d+e

A1’ B1’ 1’2’ 2’C 2’D

AB 1 1 0 0 0

AC 1 0 1 1 0

AD 1 0 1 0 1

BC 0 1 1 1 0

BD 0 1 1 0 1

CD 0 0 0 1 1

X=

dAB

dAC

dAD

dBC

dBD

dCD

d=

Find the best X s.t.

||e||2 is minimized

Cavalli-Sforza and Edwards: A first model of evolution

vectorially:

where

Hence, Cavalli-Sforza and Edwards
model becomes:
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In other words, Cavalli-Sforza and Edwards proposed the use of the Least-Squares (LS)  method, 

i.e., to find a phylogeny having the lowest distortion from an additive phylogeny.

Drawbacks

w=(XtX)-1Xtd=X†d

This estimation model is characterized by several drawbacks:

 Species generally do not evolve independently from each others.

 The rate of evolution may not be the same for each species.

 The additive model may provide phylogenies having negative edge weights which is a nonsense.

Daniele Catanzaro
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Possible solutions

Some authors proposed to

 Consider the evolutionary dependencies between species (Weighted Least-Squares (WLS) and 

Generalized Least-Squares (GLS)).

 Consider models which allow different evolutionary rates (Minimum Evolution models, Maximum 

Likelihood (ML) models, Bayesian models (BM)).

 Impose the positivity constraint in order to remove negative edge weights (Projective Algorithms 

(PA), Minimum Distortion Algorithms (MDA), Balanced Least-Squares (BLS)).

In other words, Cavalli-Sforza and Edwards proposed the use of the Least-Squares (LS)  method, 

i.e., to find a phylogeny having the lowest distortion from an additive phylogeny.

w=(XtX)-1Xtd=X†d
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MELP

Minimum Evolution Problem Under Linear Programming (MELP)

Given a phylogenetic graph and a distance matrix among species, find a phylogeny whose length is 

minimum. 
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The EPT model

Assume the set of species Γ is lexicographically ordered, and assume without loss of generality that 

the rows of the EPT matrix are always ordered lexicographically on the basis of the order in Γ.  
Assume also that the first n columns of X correspond to the external edges of a phylogeny T and 

that they are sorted according to the order of the taxa at one of their extremes. 
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The EPT model

Finally,  we assume that the remaining (n-3) columns of X, corresponding to the internal edges of T 

are sorted according to a relation defined in the following way. Given a generic external edge e,  

define dist(e) as the topological distance of e from the leaf associated with taxon A. In addition,  

define path(e) the first path,  from a lexicographical point of view,  to which e belongs. Then,  we 

impose that the column associated with the internal edge e1 precedes the column associated with 

the internal edge e2 in X if one of the following two conditions holds: path(e1) lexicographically 

precedes path(e2) or path(e1) = path(e2) and dist(e1) < dist(e2).  This order relation is complete as 

the lexicographic order is complete  in the path set, and in a tree we cannot have path(e1) = path(e2) 

and dist(e1) = dist(e2). 



The EPT model

Given this order, any EPT matrix of a phylogeny can be decomposed in blocks:

It is easily seen that only the red block (hereafter indicated as F) is necessary to describe a 

phylogeny. In fact the bleu and the green blocks can be obtained as xor of the relative yellow and red 

blocks.
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The EPT model

In order to represent a phylogeny the entries of matrix F must obey to the following theorem:
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The EPT model

The xor conditions can be expressed as follows:

The first condition of Theorem 1 can be expressed as follows:

The second condition of Theorem 1 can be expressed as follows:

The third condition of Theorem 1 can be expressed as follows:
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min z =

∑

e

we

XOR constraints Anti-cycle constraints

∑

e

vije ≥ dij

vij,e ≤ dijxij,e

vij,e ≤ we

Degree constraints

linearizing constraints

Biological constraints

The EPT model
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A different version of MEP: BME

wAu+ wBu=dAB+eAB

wAu+ wur+ wrw+ wwC=dAC+eAC

wAu+ wur+ wrw+ wwv+ wvD=dAD+eAD

wAu+ wur+ wrw+ wwv+ wvE=dAE+eAE 

wBu+ wur+ wrw+ wwC=dBC+eBC

...

Measure of the dissimilarity 
between species A and B

Error relative to the 
approximation
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The balanced minimum evolution criterion of phylogenetic estimation

ME

Ordinary Least 
Squares (OLS)

Balanced Minimum 
Evolution (BME)

    2004
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Fundamentals of the balanced minimum evolution criterion

A minimal length phylogeny provides a lower bound on the overall amount of mutation events 

occurred along evolution of the set of species analyzed. 

The balanced minimum evolution criterion is a variation of ME in which the length of a phylogeny is 

computed as:

j

i

wb

we

w1 21

3 w2
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Combinatorial interpretation of BME

The phylogeny length under BME is equivalent to the average of the circular orders associated to a 

given phylogeny.

sum of the edge weight 
belonging to the path from leaves xi to xi+1 
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The Balanced Minimum Evolution Problem (BME)

The problem of finding a phylogeny which satisfies the balanced minimum evolution criterion is 

known as Balanced Minimum Evolution Problem (BME) and consists of minimizing the function 

with the constraint that {τij} form a phylogeny.

BME is in P if 

However in the most general case the complexity of BME is unknown.
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Approaches to solution: Heuristics
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Approximate algorithm for MEP
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pij =
ατij + (1 − α)ηij∑

q∈Γ\ΓGk

ατiq + (1 − α)ηiq

Ant philosophy
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Leaves NI-Shapes Shapes

3 1 3

4 1 15

5 1 105

6 2 945

7 2 10395

8 3 135135

9 4 2027025

10 11 34459425

15 265 1012

20 11020 1021

30 14502229 1038

40 11077270355 1057

The total number of possible trees with n leaves is (2n-3)!!
The number of non-isomorphic shapes increases more slowly! 
A possible strategy to solve the optimization problem could be:
(i) to enumerate all the possible non-isomorphic shapes (P# 
problem); (ii) to find an optimal assignment for each non-
isomorphic shape (NP-hard problem).

Non-isomorphic generation
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CB
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A
C

B
D

E

A
C

B D

E
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C

B
D

E

AC

B
D

E

= X

It is possible to change the assignment of 
k leaves on the tree by simply swapping 
the k corresponding rows of X.

The k-OPT local search is therefore easy 
and fast.

Contra: it seems not possible to get an a-
priori cost of each swap; consequently 
each swap requires a complete evaluation 
of the entire tree (heavy).

Species assingment
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Pheromone update 
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Stochastic construction Best-so-far tree 

1 

reinforcement  

evaporation  

t ij 

Pheromone Matrix 

= pheromone 
    trail parameter  
    for taxon i vs. j 

... 

2-OPT local search 
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Ant algorithm
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The likelihood criterion of phylogenetic estimation

The likelihood criterion states that under many plausible explanations of an observed phenomenon, 

the one with the highest probability of occurring should be preferred. Hence, under the likelihood 

criterion, a phylogeny is defined to be optimal (or the most likely) if it has the highest probability of 

explaining the observed taxa.

Daniele Catanzaro
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The likelihood criterion of phylogenetic estimation

The likelihood criterion is introduced by Joe Felsenstein in 1981, as an attempt at solving some 

“distortion” problems of Cavalli-Sforza and Edwards model. In fact, it is possible to prove that in 

presence of high mutation rates (evidenced e.g., by a high divergence of the molecular sequences) 

or convergent/divergent evolution, Cavalli-Sforza and Edwards model leads to edge weights having 

values quite different from the true phylogeny. This phenomenon is known as “long branch 

attraction”.
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Rooted phylogenies
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Rooted phylogenies
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Likelihood score of a phylogeny

t1 t2

A T{1,0,0,0}= ={0,0,0,1}

{A,C,G,T}
{?,?,?,?}
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t1 t2

A T

{0.1,0.2,0.4,0.4}

Likelihood score of a phylogeny
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t1 t2

AAC TGG

{{0.1,0.2,0.4,0.4}, {0.3,0.12,0.2,0.1}, {0.5,0.1,0,0.1}}

Likelihood score of a phylogeny
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The estimation problem
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In the literature...
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Very Large-Scale Neighborhood (VLSN) techniques

!2 !1 0 1 2 3
!2

!1

0

1

2

3

!2 !1 0 1 2 3
!2

!1

0

1

2

3

!2 !1 0 1 2 3
!2

!1

0

1

2

3

!2 !1 0 1 2 3
!2

!1

0

1

2

3

Daniele Catanzaro
A few notes in molecular phylogenetic estimation



VLSN techniques for phylogeny estimation
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Minimum Cost Assignment Neighborhood
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Minimum Cost Cycle Neighborhood
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The algorithm
Estimating phylogenies under maximum likelihood: A 
very large-scale neighborhood approach
D. Catanzaro, R. Pesenti, and M. C. Milinkovitch - Université Libre de Bruxelles

Generate a starting phylogeny

and the associated likelihood parametes 

Run MCAN

Run MCCN

Does L
improves?

Are the stop 
conditions met?

Yes

Return the best-so-far phylogeny 

No

Update best-so-far 
phylogeny

Yes

Run Vertex Swap

Run Likelihood Parameters 
Optimization until L 

improves

No



Numerical results
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Numerical results

Neighborhood Time (sec.) Number of calls

NNI (1)

VLSN

6.2±1 328±3

3.1±0.12 38±1

Instance: Rana64/1976

(1)Paup implementation.
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Numerical results
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Numerical results

Neighborhood Time (sec.) Number of calls

NNI (1)

VLSN

n.a. >149±1

413±1 116±4

Instance: Zilla300/1428

(1)Paup implementation.
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Conclusion

Phylogenetic estimation is one of the most important problem in computational biology. It is a 

flourishing area of interaction between molecular biology, operations research, computer science, 

and physics. 

The day by day growing amount of molecular data stored in public databases forces to search for:

 Ad hoc models of molecular evolution

 Ad hoc models of phylogenetic estimation

 Optimization algorithms to select phylogenies among possible alternatives

Here we have presented a first introduction to phylogenetics. The most relevant issues used in 

tackling real-world sized problems have been outlined, as have the most interesting refinements 

deserving further research effort. 
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